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Abstract— Classifying eye movements accurately is essential 
for various practical applications, such as human-computer inter-
faces, sleep staging, and fatigue detection. However, eye move-
ment classification (EMC) based on electrooculogram (EOG) is still 
challenging, and the existing solutions are still suboptimal in terms 
of accuracy. Traditional machine learning (ML)-based methods 
mainly focus on hand-crafted features, relying heavily on prior 
knowledge of EOG analysis. Besides, most existing deep learning 
(DL)-based methods simply concentrate on extracting sing-scale 
or multi-scale features without considering the contribution of 
features across different levels, constraining the model capacity in 
learning discriminative representations. To address the aforemen-
tioned problems, a novel Multi-scale Inception-based Deep Fusion 
Network (MIDF-NET), composed of paralleled CNN streams and a 
multi-scale feature fusion (MSFF) module, is proposed to extract 
informative features from raw EOG signals. The paralleled CNN 
streams can extract multi-scale representations of EOGs effec-
tively and the MSFF module fuses these features, taking advantage 
of low and high-level multi-scale features. Comprehensive experi-
ments were conducted on 5 public EOG datasets (50 subjects and 
59 recordings), containing 5 types of eye movements (Blink, Up, 
Down, Right, and Left). State-of-the-art EOG-based eye movement 
approaches including classical machine learning models and deep 
networks were also implemented for comparison. Experimental 
results demonstrate that our MIDF-NET achieved the highest accu-
racy among the 5 public datasets (87.7%, 86.0%, 95.0%, 94.2%, and 
95.4%), outperforming state-of-the-art methods with a significant 
accuracy improvement. In conclusion, the proposed MIDF-NET can 
comprehensively consider the multi-level features according to 
the feature fusion sub-networks and effectively classify the eye 
movement patterns via the enhanced representation of EOGs.

Index Terms— Electrooculogram (EOG), Eye movement
classification (EMC), Deep learning;

I. INTRODUCTION

The eyes play a crucial role in the human body. In human-
computer interaction (HCI) research, the eyes serve as both recep-
tors of visual information and emitters for interaction through eye
movement. Therefore, utilizing eye movements as emitters in HCI

offers direct, simple, and efficient advantages compared to other
types of emitters, such as limb movements, especially for tasks
that heavily rely on visual feedback. Eye movement classification
(EMC) is a commonly used technique in EOG-HCI to translate
eye movements into interaction commands. There have been many
research achievements in different EOG-based EMC applications
[1]–[4], etc. Compared to prevailing eye-tracking techniques (i.e.,
image/video-based techniques and search coils), EOG signals are less
susceptible to environmental influences. Besides, EOG signals have
low user cooperation requirements and relatively low data acquisition
costs [5]. With the rapid development of flexible electronics and
wearable sensor technologies, decoding user eye movement patterns
using EOG signals is becoming increasingly feasible, providing a
convenient biomedical sensing solution.

However, most existing studies in the field still primarily explore
eye movement recognition technology within specific interactive
application domains. The advantage of such strategies lies in the
additional conditions associated with specific interactive tasks. The
developed eye movement recognition algorithms do not necessarily
need to focus on the characteristics of eye movements to achieve
relatively objective eye movement recognition performance in that
scenario. However, the results of such studies cannot be effectively
transferred to other research within this field, ultimately leading to a
lack of accumulation of knowledge in the EOG-HCI domain.

Existing EOG-based EMC approaches can be broadly categorized
into traditional approaches, machine learning approaches, and deep
learning approaches. For reliable EMC performance, EOG-based
EMC approaches require extracting the discriminative EOG features
to fully represent diverse eye movements. Traditional approaches (i.e.,
threshold-based approach and waveform matching [6]–[8]) mainly
focus on the low-level features with sufficient detailed information
(i.e., waveform shape, amplitude, waveform duration). These low-
level features can characterize the shape information to distinguish
eye movements since different eye movements often show EOG mor-
phology differences in EOG signals. However, the low-level features
are insufficient when classifying more eye movements. The low-
level features have rich detailed information but also contain more
noise and lack semantic information. Therefore, the performance of
traditional approaches is unstable, requiring repetitive calibrations.

The machine learning (ML) approach is another prevailing alterna-
tive for EOG-based EMC. In contrast to the traditional approach, the
ML approach integrates more sufficient hand-crafted features through
feature engineering, thereby enhancing the distinguishability of eye
movement patterns. Various hand-crafted features (i.e., multi-scale
features, temporal features, spectral features, etc.) have been explored
[8]–[12]. Especially, the multi-scale features (Fourier transforms,
Empirical mode decompositions, Wavelet decomposition, etc.) have
been proven to provide discriminative EOG representations of diverse
eye movement [13]. However, the challenge with ML approaches
is that the ML features rely heavily on prior knowledge. Targeting
different electrode arrangements, the ML features also require to
be designed laboriously. In addition, the extraction of hand-crafted
features is manual and time-consuming. The limited feature engi-
neering capability may implicitly cause information loss, leading to
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a suboptimal hand-crafted feature map.
Recent deep learning (DL) approaches have shown superior per-

formance in EOG-based EMC. Some general DL architectures, such
as convolutional neural networks (CNN), recurrent neural networks
(RNN), and long short-term memory (LSTM), are employed to
extract informative features from raw EOG signals. The DL ap-
proaches can automatically learn the deep features to infer diverse eye
movement patterns. In comparison with the low-level features or ML
features, these deep features, after multiple convolution operations,
may have stronger semantic information to well distinguish eye move-
ments. Existing research has shown that satisfactory performance can
already be achieved when using simple CNN architectures. However,
the deep model has not been thoroughly investigated yet to fully
extract the discriminative features. More exquisite architectures can
be specifically designed for EOG-based EMC tasks. For instance, the
simple CNN architectures can only generate the fixed scale features,
making it difficult to capture the multi-scale information in EOG
signals. Besides, the deep features are often high-level and lack
details after multi-layer convolutions. As the detailed information can
reflect the EOG morphology differences, it is crucial to fully utilize
the low-level and high-level features to well represent different eye
movements. By properly fusing deep features from different levels,
the classifiers can synchronously benefit from detail and semantic
information, thereby further boosting performance.

Based on the above concerns, we propose a novel Multi-scale
Inception-based Deep Fusion Network (MIDF-NET) to improve
the accuracy of EOG-based EMC. The MIDF-NET is hierarchical
and can learn the discriminative deep features automatically. The
backbone of the MIDF-NET efficiently integrates two self-designed
Inception modules to encode the raw EOG signals into multi-scale
representations, offering MIDF-NET superior capability in capturing
the scale information during eye movements. In addition, to take full
advantage of detail and semantic information, a multi-scale feature
fusion (MSFF) module is proposed to fuse the multi-level EOG
features. The MSFF module equally considers the importance of deep
features from different levels. In this regard, the MIDF-NET can
synchronously benefit from the low-level and high-level features to
infer diverse eye movements. We evaluate our model using the Leave-
One-Subject-Out Cross-Validation strategy on multiple datasets (5
datasets, 50 subjects, and 59 recordings). Additionally, 8 state-of-
the-art EOG-based eye movement methods (including 6 classical ML
methods and 3 DL methods) were implemented on the same datasets
for a direct and fair comparison. The main contribution of this work
is two-fold:

1) MIDF-NET, a novel deep learning approach is proposed. The
MIDF-NET offered multi-scale processing to extract the features
from the raw EOG signals. Meanwhile, an MSFF module was
integrated into the MIDF-NET backbone to consider the advantages
of low and high-level features. The classification accuracy of the
MIDF-NET is promising compared with the state-of-the-art methods,
demonstrating its superiority in classifying multiple eye movements.

2) Our approach is robust enough and achieves promising per-
formance under various conditions (multiple subjects, electrode
schemes, and data acquisition scenes). The experimental results are
comprehensive and may provide a public benchmark for EOG-based
EMC.

This paper is organized as follows. In Section II, we introduce the
5 public datasets and data preprocessing. In Section III, the network
architecture is described. The results are presented in Section IV. In
Section V, we discuss the results and compare our proposed method
with state-of-the-art methods. In the last section, we conclude the
paper and present the limitations of this study.

II. RELATED WORK

This section presents an overview of previous studies on EOG-
based EMC. We selected some representative works that used DL
or ML methods for EOG-based EMC recognition from 2010 to the
present. The presentation includes the technical foundation of the
algorithms used in these works, validation methods, classification
tasks, and sample sizes. We also present the corresponding aspects
of our work (As shown in Table I). The relevant works of traditional
methods are not included in the table since traditional approaches are
unstable in classifying multiple eye movements.

ML-based approaches mainly employed hand-crafted features to
represent different eye movements. In addition, various ML models
including the support vector machine (SVM), artificial neural net-
work (ANN), K-nearest neighbor (KNN), decision trees (DT), and
ensemble models have been used to classify multiple eye movements.
Andreas et al. utilized the temporal features to analyze the eye
movement information [10]. Lv et al. extracted the spatial EOG
features to infer the eye movements (Up, Down, Right, and Left)
by linearly projecting pre-processed EOG signals to the spatial filter
[14]. An accuracy of 99% on 10 subjects was reported by employing
the SVM classifier. Lopez et al. proposed a two-stage ensemble model
for EOG-based EMC (Up, Down, Right, Left, and Blink) [8]. The raw
EOG signals were directly fed into the ensemble model. An accuracy
of 99.9% was reported on 6 subjects. Recent studies have also
demonstrated that the multi-scale analysis can provide discriminative
representations for EOG-based EMC. Khan et al. employed the
empirical wavelet transform to decompose the EOG signals [13].
By extracting the multi-scale features, a classification accuracy of
98.9% was achieved on 10 subjects. However, the ML approaches rely
heavily on prior knowledge to incorporate the informative features.
In addition, the EOG data are usually generated by heterogeneous
sources (different subjects or electrode schemes), embracing sufficient
differentiated information. Therefore, it is challenging to well capture
the eye movement patterns with hand-crafted features. The ML
approaches generally fail to automatically extract and employ the
discriminative features describing diverse eye movements.

On the contrary, due to the large number of learnable parameters
in models constructed using DL, the training of these models does
not heavily rely on features proposed by prior experience. Therefore,
in the analysis of more complex tasks, they often outperform ML.
Recent DL solutions mainly leverage the one-dimensional or two-
dimensional CNN, LSTM, or hybrid CNN-LSTM architecture for
EOG-based EMC. Zou et al. [15] proposed a single-scale CNN
network to decode eye movement patterns from 6 subjects via EOG
signals. The recognition accuracy can be up to 90.47 %. Aya et al.
[16] utilized the long-short term memory (LSTM) to classify the hori-
zontal eye movements (right and left). The proposed LSTM networks
captured the temporal and nonlinear structure of EOG signals and
achieved an average accuracy of 90.1 %. Gu et al. first convoluted the
raw EOG signals [17]. Subsequently, a layered RNN was employed
to infer the eye movements. A classification accuracy of 90.72%
was achieved on 20 subjects. However, existing DL approaches have
not fully considered the physiological characteristics of EOGs. For
instance, the single-scale CNN architectures use only one temporal
scale, which may constrain the model’s capacity to capture multi-
scale information during eye movements. Besides, important detailed
information on EOG signals is often lost in the process of multi-
layer propagation, which is also crucial for accurate eye movement
recognition. The existing DL models for EOG-based EMC are by
means of simple deep architectures. Unfortunately, this represents
a significant drawback since the extracted deep features may not
fully depict the eye movement patterns. For EOG-based EMC tasks,



Fig. 1. The overall framework of the MIDF-NET.

Fig. 2. The structure of the Inception blocks. The Inception Block 1 extracts the low-level multi-scale features; the Inception Block 2 extracts the
high-level multi-scale features.

There is still room for DL architecture improvement. To address these
flaws, this paper presents a novel MIDF-NET framework to improve
the performance of EOG-based EMC. We pursue the idea that the
enhancement of deep features can significantly increase the represen-
tational ability of the DL model. The MIDF-NET can synchronously
benefit from low-level and high-level multi-scale features to well
distinguish diverse eye movements, resulting in superior performance
for EOG-based EMC.

III. MATERIALS AND METHODS

A. Datasets and data pre-processing

As shown in Table II, the EOG data was collected from five
studies with a total of 50 subjects and 59 recordings [18]–[22].
These studies have their own tasks, and the EOG signals are acquired
from the calibration phase during which the subject moves their
eyes. According to the EOG signals, experimenters labeled each data
point as eye blink, rightward eye movement, leftward eye movement,
upward eye movement, downward eye movement, or resting. Since
the subjects may exhibit certain body movements during the rest
period, and because body movements are not eye movements but
can significantly interfere with EOG information, these movements
are considered noise for EOG signals. Therefore, we mainly extract
five types of eye movements (excluding resting) to evaluate model
performance.

The five public EOG datasets: https://osf.io/2qgrd/wiki/home/

According to the literature, experimenters from all five databases
conducted screenings of the raw data to ensure the quality of data
within the databases. A Butterworth notch filter with 49Hz and
51Hz cut-off frequencies and a high-pass filter with 0.4Hz cut-
off frequency are applied to attenuate line noise and drifts. EOG
electrodes placed next to the outer canthi of both eyes are used
to compute the horizontal EOG (HEOG) derivative. The vertical
EOG (VEOG) derivative is computed using the electrode next to
the superior and inferior orbital [23]. Regarding the EOG dataset 3,
the VEOG derivative was set to the mean of the differences between
the electrode above the nasion and the ones below the outer canthi
as described in [24]. The EOG signals are subsequently low-pass
filtered with a cut-off 5Hz cut-off frequency. Since the five datasets
employ different sampling frequencies, we first downsample the EOG
signals to 100 Hz mutually. The EOG signal segments are extracted
according to the data point label of different eye movements. To be
specific, one eye movement sample (right, left, up, down, and blink)
is represented using 1s HEOG and VEOG segments. If a sample is
insufficient or exceeds the data length of one second, this sample will
be completed using the last data point or truncated directly. In the
end, we combine the preprocessed HEOG and VEOG data under the
corresponding eye movement labels into a 2x100 tensor. This tensor
serves as the input to the designed network, with HEOG and VEOG
data forming the first and second rows, respectively.



TABLE I
RELATED WORKS

Study Eye movement approach Models Evaluation approach Number of eye movement Subjects number

Lopez et al. [8] ML-based KNN, SVM, ANN, Voting, and
Two-stage ensemble model Cross-subject 5 15

O’Board et al. [9] ML-based DT, SVM, and KNN Intra-subject 5 1
Bulling et al. [10] ML-based SVM Cross-subject 3 8
Zou et al. [15] DL-based Single-scale CNN Intra-subject 150 words* 6
Aya et al. [16] DL-based LSTM Intra-subject 4 6
This study DL-based Multi-scale CNN Cross-subject 5 50

150 words*: In [15], the classification task is to classify 150 eye movement sequences that represent 150 words.

TABLE II
THE 5 DATASETS USED IN THIS STUDY

Dataset Number of subjects Number of EOG elecrodes Sampling rates (Hz) Number of samples
Blink Up Down Right Left

EOG dataset 1 [18] 5 6 200 331 267 259 238 229
EOG dataset 2 [19] 15 6 200 1018 649 664 670 663
EOG dataset 3 [20] 10 6 200 905 431 390 396 416
EOG dataset 4 [21] 15 3 100 1373 648 661 537 489
EOG dataset 5 [22] 14 6 256 1276 759 793 986 916

B. Proposed networks

The overall framework of the proposed network is shown in Fig. 1.
Our proposed framework mainly consists of three parts: (1) a multi-
scale feature learning block that utilizes two Inception modules with
different temporal scales to extract multi-scale features from EOG
signals. (2) A feature fusion block that fuses features at different
layers, taking advantage of the high and low-level multi-scale infor-
mation. (3) a shallow network that contains 2 fully connected layers to
decode the specific eye movement. Here, we give a brief description
of these blocks.

Multi-scale feature learning block: This block contains two Incep-
tion modules (denoted as Incp1 and Incp2) for multi-scale feature
learning (As shown in Fig. 2). Each Inception block consists of four
CNN streams with different kernel scales. The ReLU function is
applied to introduce the nonlinearity.

In the design of the Incp1, a different-depth CNN architecture was
adopted to extract deep features at different scales. Given that prior re-
search has demonstrated the effectiveness of a CNN architecture with
concatenated small receptive fields in feature extraction compared to
a single large receptive field, we incorporated this idea to enhance
the MIDF-NET [25]. In addition, Incep1 also adopted the concept of
’Network in Network’ to enable information fusion between channels
and reduce computational complexity [26].

In the design of Incp2, we followed previous studies that reported
advantages in performance improvement and parameter reduction by
placing an asymmetric architecture in the middle of networks [26].
Hence, we adopted an asymmetric convolutional Inception module
to further extract the multi-scale representation at a high level.

The multi-scale features generated by different streams in each
Inception block are then concatenated and serve as the input for the
next layer.

Multi-scale Feature Fusion (MSFF) module: Apart from the Multi-
scale feature learning, we utilized a novel MSFF module to fuse the
learned multi-scale features. Specifically, we employed this feature
fusion block to further fuse the multi-scale features generated by
Incp1 and Incp2 modules. This fusion strategy was inspired by [27],
since in this way the proposed network may combine low and high-
level multi-scale features to infer the eye movement patterns, thus
taking full advantage of detailed and semantic information. The
specific structure of the MSFF module is shown in Fig. 3. To avoid
the magnitude variations between multi-scale features extracted from

Fig. 3. The structure of the MSFF module.

different channels, a batch normalization (BN) layer was applied for
normalization. Suppose the multi-scale features extracted by the ith
Inception module is Mi, the fused features can be represented by the
following formula:

Mfused : Hlow(M1) +Hhigh(M2) (1)

where the Hlow and Hhigh correspond to the low and high-level
feature fusion, respectively.

Shallow network: Here, two fully connected (FC) layers were used
to reduce the dimension of the vector gradually. The softmax layer
was then computed as the predicted probability of the specific eye
movement. Further, The cross-entropy loss was employed as the
network loss to measure the consistency between the predicted label
distribution and the real label distribution.

C. Hyper-parameters setting and evaluation metrics

We evaluate the performance using the Leave-one-subject cross-
validation strategy. Specifically, in each dataset, recordings from Ns−
1 subjects are used to train the model, and the recordings from the
remaining one’s data serve as the test set. Here, Ns is equal to the
subject number of each dataset. This process is repeated Ns times to
ensure each subject’s data serves as the test set once. Furthermore,
we extracted 20% of the data of each subject in the training set to



TABLE III
SUMMARY OF THE HYPER-PARAMETERS

Parameters Values
Batch size 256
Maximum epochs 200
learning rate 0.008
Dropout probability 0.2
StepLR γ 0.3
StepLR step size 40
Weight decay 0.0004

construct the validation set (training data: validation data = 8:2). The
trained model with the highest accuracy on the validation set is used
for testing.

The specific hyper-parameters of the proposed network are shown
in Table III. To illustrate, we used the Adam optimizer to update
the network [28]. The initial learning rate was set as 8 ∗ 10−3

empirically. For the learning rate adjustment strategy, we applied
the stepLR techniques to attenuate the learning rate to promote the
network to converge to the optimal solution better. All the dropout
layers were defined with a probability p = 0.2 to prevent overfitting
problems [29]. We set the maximum number of epochs to 200 and
the optimal trained model was selected according to the performance
on the validation set for further testing.

Since the quantity of various eye movement data is relatively
balanced, the network performance is mainly evaluated via the
accuracy (Acc) metrics.

Acc =
1

N

N∑
i=0

TPi (2)

In addition, specificity (Spe), sensitivity (Sen), and per-class accu-
racy (P-class acc) are also calculated for auxiliary evaluation.

Spe =
1

N

N∑
i=0

TNi

TNi + FPi
(3)

Sen =
1

N

N∑
i=0

TPi

TPi + FNi
(4)

P − class acc =
TPi

Ni
(5)

where N and Ni are the total numbers of samples and ith class
samples. True Positives (TPi), False Positives (FPi), True Negatives
(TNi), and False Negatives (FNi) represent the predicted number
of positive and negative samples that are correct or incorrect for the
i-class eye movements.

D. Methods for comparison
Prevailing EOG-based approaches were implemented on the five

datasets for comparison. Here, we give a brief illustration of the
comparative approaches.
• ML-based approaches: For the ML methods, we selected SVM,

Two-stage ensemble, KNN, decision trees, and voting models which
have shown superior performance in [8], [9]. The corresponding
hand-crafted features and parameter settings are consistent with
related works.
• DL-based approaches: Regarding the DL methods, a recently-

published single-scale CNN (SS-CNN), named the eye-say network,
was implemented [15]. Besides, referring to the concept of parallel
multi-scale CNN (PMS-CNN) [30]–[33], we also implemented a
PMS-CNN network for comparison. PMS-CNN can extract the multi-
scale features from EOG signals in a parallel layer-wise manner.

We conducted comprehensive experiments to determine the structure
of PMS-CNN by exploring kernel sizes, number of branches, and
number of layers. The final structure of PMS-CNN has three branches
with kernel size [1, 3, 5], each branch with three layers of CNNs.

E. Statistical analysis

Statistical analysis was performed on the accuracy metric. The
Shapiro-Wilk test was first performed to verify the normality of data.
Then, the homogeneity of variance was tested. If the results meet
the above requirements, a one-way repeated-measures (RM) analysis
of variance (ANOVA) was applied. Otherwise, A non-parametric
test was applied for statistical analysis. For the non-parametric test,
the Friedman test was performed to detect whether there was an
overall significant difference. If the overall statistical difference was
significant, the Wilcoxon signed-rank test was further conducted
to perform the pair-wise comparison. To avoid errors caused by
multiple comparisons, the Holm-Bonferroni correction was adopted.
The differences were considered significant if p < 0.05 was achieved.

IV. RESULT

A. Performance of the MIDF-NET

Table IV shows the performance of the MIDF-NET across Acc,
Spe, Sen, and P-class acc metrics. The bold values in each column
denote the highest performance. Not surprisingly, the MIDF-NET
achieves the highest performance across the 5 datasets (Acc: 87.7%,
86.0%, 95.0%, 94.2%, and 95.4%). In addition, the MIDF-NET
maintains stable accuracy in recognizing multiple eye movements,
indicating its robustness without bias for a single category. Overall,
MIDF-NET shows better EMC performance on multiple datasets.
Under different conditions (different subjects, electrode schemes, and
data acquisition scenes), MIDF-NET can effectively decode accurate
eye movement patterns from raw EOG signals.

B. Ablation Experiments

To better understand the MIDF-NET, we performed ablation exper-
iments to fully analyze the architecture of MIDF-NET. Concretely,
we derived three model variants: 1) Incep1 block only; 2) Incep1
+ Incep2 blocks; 3) Incep1 + Incep2 + Multi-scale feature fusion
module (The proposed model).

As shown in Fig. 4, merely using low-level (Incep1 block only)
or high-level (Incep1 + Incep2 blocks) multi-scale features results
in similar classification performance. By contrast, as we further fuse
the low-level and high-level multi-scale features (Incep1 + Incep2
+ Multi-scale feature fusion module), we observe a significant im-
provement in classification accuracy, achieving accuracies of 87.7%,
86.0%, 95.0%, 94.2%, and 95.4% on five databases, respectively. This
result confirms our hypothesis. By fusing the multi-scale features
properly, the MIDF-NET can take advantage of the complementary
information from low and high-level features, thereby inferring eye
movements effectively.

C. Comparison with prevailing ML/DL methods

Table IV also presents the comparison between MIDF-NET and
state-of-the-art ML methods. Compared to the best ML models on
the 5 datasets, the improved accuracy can be up to 2.7%, 7.6%, 3.1%,
3.4%, and 2.0%, respectively. The P-class accuracy also demonstrates
that MIDF-NET achieves average and high accuracy in classifying
separate categories, whereas the ML methods show a certain degree
of model bias for the rightward eye movement. Statistical analysis



TABLE IV
PERFORMANCE COMPARISON WITH STATE-OF-THE-ART ML METHODS

Dataset Models Acc Sen Spe P-class acc
Right Left Up Down Blink

EOG dataset1

Two Stage Ensemble [8] 84.4% 83.2% 96.1% 99.0% 85.6% 75.8% 77.4% 78.2%
Voting [8] 85.0% 84.0% 96.3% 97.2% 87.9% 77.6% 75.5% 81.9%
SVM [9] 79.9% 78.8% 95.0% 95.5% 73.7% 66.2% 80.0% 78.7%
KNN [9] 84.1% 82.9% 96.0% 97.7% 91.6% 74.4% 73.0% 77.9%

Decision Tree [9] 81.7% 80.4% 95.5% 98.2% 78.4% 74.8% 68.1% 82.4%
MIDF-NET 87.7% 87.4% 96.9% 86.9% 78.8% 89.4% 89.7% 92.1%

EOG dataset2

Two Stage Ensemble [8] 77.4% 74.9% 94.4% 99.3% 75.9% 70.1% 65.9% 63.2%
Voting [8] 78.4% 76.3% 94.7% 98.1% 74.2% 72.3% 69.2% 67.7%
SVM [9] 75.3% 72.8% 93.9% 98.3% 62.9% 66.9% 68.5% 67.2%
KNN [9] 77.5% 75.0% 94.5% 99.4% 76.6% 66.1% 66.0% 66.8%

Decision Tree [9] 73.4% 70.9% 93.5% 96.6% 63.3% 63.9% 65.2% 65.7%
MIDF-NET 86.0% 84.8% 96.5% 79.2% 78.1% 84.0% 83.3% 99.3%

EOG dataset3

Two Stage Ensemble [8] 90.2% 88.2% 97.6% 99.1% 86.3% 89.1% 87.7% 78.6%
Voting [8] 91.9% 90.3% 98.0% 98.5% 85.2% 92.0% 89.7% 86.1%
SVM [9] 89.0% 87.6% 97.3% 95.3% 80.3% 90.7% 87.9% 83.5%
KNN [9] 90.8% 89.0% 97.8% 98.9% 89.6% 87.3% 88.5% 81.0%

Decision Tree [9] 87.4% 85.6% 96.9% 95.8% 76.8% 89.6% 88.6% 77.0%
MIDF-NET 95.0% 94.2% 98.8% 94.3% 96.3% 91.2% 90.6% 98.6%

EOG dataset4

Two Stage Ensemble [8] 89.8% 88.6% 97.4% 92.1% 90.3% 89.4% 87.9% 83.2%
Voting [8] 90.4% 89.1% 97.5% 92.0% 91.7% 88.7% 87.4% 85.9%
SVM [9] 86.7% 84.1% 96.7% 93.8% 77.8% 87.8% 83.3% 77.8%
KNN [9] 90.6% 89.2% 97.6% 92.7% 92.1% 88.0% 87.6% 85.5%

Decision Tree [9] 90.8% 89.4% 97.7% 94.4% 88.5% 90.2% 87.4% 86.6%
MIDF-NET 94.2% 93.6% 98.5% 92.7% 93.3% 93.3% 95.6% 93.0%

EOG dataset5

Two Stage Ensemble [8] 91.6% 90.4% 97.9% 95.4% 91.2% 95.2% 91.8% 78.4%
Voting [8] 93.4% 92.4% 98.4% 95.9% 93.0% 95.2% 92.1% 86.0%
SVM [9] 91.7% 90.4% 97.9% 96.2% 87.0% 95.6% 91.9% 81.5%
KNN [9] 92.1% 90.9% 98.0% 95.4% 94.8% 95.0% 92.8% 76.5%

Decision Tree [9] 90.8% 89.3% 97.7% 94.3% 86.6% 94.0% 91.4% 80.4%
MIDF-NET 95.4% 94.9% 98.8% 94.3% 91.8% 91.8% 93.0% 98.1%

Fig. 4. The ablation results of different network architectures. *:p<0.05,**:p<0.01



demonstrates that the MIDF-NET significantly outperforms all ML-
based methods on EOG dataset2 (p <0.01), EOG dataset3 (p <0.05),
EOG dataset4 (p <0.01), and EOG dataset5 (p <0.01).

As shown in Fig. 5, the SS-CNN achieves an accuracy of 73.9%,
74.2%, 82.4%, 87.1%, and 91.3% on the 5 EOG datasets. By
contrast, the MIDF-NET outperforms the SS-CNN with an accuracy
improvement of 13.9%, 11.8%, 12.6%, 7.1%, and 4.1%. Statistical
analysis demonstrates that MIDF-NET significantly outperforms SS-
CNN on EOG Dataset2 (p=0.008), EOG Dataset3 (p=0.04), EOG
Dataset4 (p=0.0054), and EOG Dataset5 (p=0.0045).

Compared with PMS-CNN, our proposed MIDF-NET still out-
performs PMS-CNN with an accuracy improvement of 1.9%, 6.6%,
6.4%, 3.3%, and 0.6%. Statistic analysis showes that MIDF-NET
surpassed PMS-CNN significantly on EOG Dataset2 (p=0.007), EOG
Dataset3 (p=0.035), EOG Dataset4 (p=0.0054), and EOG Dataset5
(p=0.0045).

V. DISCUSSION

A. Comparison with existing works

The DL methods can automatically learn the discriminative fea-
tures from raw signals. In contrast, the apriori knowledge provided
to the ML models needs to be carefully selected, as these hand-
crafted features often play a crucial role in ML performance. The
MIDF-NET outperforms all ML approaches across the 5 datasets.
One possible explanation may be that the MIDF-NET method can
take advantage of a large amount of data to learn the representative
representations. Since the 5 EOG datasets used in this study cover
different electrode placements, acquisition situations, and subject
variants, a single hand-crafted feature set may be insufficient to well
present the multiple eye movements. Besides, although diverse feature
optimization techniques can be utilized to generate the enhanced
feature subset, the robustness is still lacking when facing complex
situations with multiple datasets. In comparison, the MIDF-NET can
automatically adapt the model parameters from sufficient training
data. Guided by well-designed learning tasks, the MIDF-NET can
effectively extract discriminative multi-scale features from multiple
EOG datasets.

Involving multiple scales in CNNs has shown great advantages
in time-series signals processing [30], [34]. This idea first appeared
in Googlenet and was denoted as ”Inception blocks” [35]. Since
multi-scale analyses have been proven to the strong candidates
for successful EOG-based EMC [13], [36], we also adopted this
effective concept to ensure a powerful feature learning capacity for
MIDF-NET. Compared with the traditional SS-CNN or PMCS CNN
architecture, the inception blocks can extract more discriminative
multi-scale representations. At the same time, the design of de-
composing convolutional blocks into asymmetric convolutions can
also effectively reduce network parameters to control the risk of
overfitting. However, to our best knowledge, very few studies have
utilized this module for EOG-based EMC. Based on the results, the
effectiveness of this module was first confirmed. We hope it can
inspire diverse multi-scale solutions in the future.

In addition, fusing features from different levels has been an
important strategy in many deep learning tasks [37]–[39]. In our
work, the MIDF-NET also benefits from this concept to utilize com-
plementary yet correlated information from low and high-level multi-
scale features. Commonly, the low-level features are rich in detailed
information, whereas the high-level features are rich in semantic
information. To generate semantic and detailed representations, the
MIDF-NET integrates the multi-scale feature fusion module to take
advantage of the complementary information from low and high-level
features. Such operations bring two obvious advantages [40]. First,

the fused features may reduce the detailed information loss as the
EOG signals flow through the networks. As the low-level features
(e.g., shape and details) often serve as the basis for classification
in EOG-based eye movement tasks, preserving detailed information
is advantageous for the final EMC. Second, a direct combination
of low and high-level features can only bring limited improvement
without considering feature fusion [41]. Due to the gap in high and
low levels, the simple combination is often insufficient and may
involve excessive irrelevant features. On the contrary, the multi-scale
feature fusion module in MIDF-NET can further refine the features,
which avoids involving redundant features and enables the model
to better integrate low and high-level features. As the results in
Fig. 4, we can see that the utilization of MSFF modules brings
significant improvements. The MIDF-NET can actually, to an extent,
automatically supplement the missing detail information of high-
level semantic features to facilitate the model capacity in classifying
multiple eye movements.

B. MIDF-NET for EOG-HCI
The purpose of this study is to develop a classifier for EOG-HCI

research that is generalizable and robust to meet various interaction
design requirements. Existing EOG-HCI research heavily relies on
the specific data acquired, and the structure of classification models
often needs to be tailored to classification tasks. This often results in
low generalization and robustness of the models.

Therefore, using the models proposed in existing EOG-HCI re-
search has adverse effects on the development of user experience
and interaction design work for the EOG-HCI system. From the
perspective of user experience, previous EMC models have poor
adaptability to new data, especially data collected in non-laboratory
environments. The performance of eye movement recognition is often
unstable. To ensure accuracy, developers have to make trade-offs
between accuracy and interaction efficiency (such as pre-calibration
for each individual or requiring users to confirm multiple times to
ensure the accuracy of interaction commands), ultimately resulting
in a poor user experience. From the perspective of interaction design
work, since the performance of previous EMC models are closely
related to the method of EOG signal collection, developers may
find it difficult to adjust electrode configurations based on design
requirements when using these models for interaction design. This
is the case even if certain electrode configurations affect the user
experience. Relying on the network structure’s ability to capture the
inherent characteristics of eye movements, MIDF-NET can perform
well under different data conditions, providing a stable algorithmic
foundation for various EOG-HCI studies. This enables:

• MIDF-NET has a relatively accurate recognition capability across
different users, ensuring that HCI systems based on the MIDF-NET
algorithm can accurately and stably recognize user interaction com-
mands through eye movements without relying on pre-calibration.

• During the training process of the network, data from various
electrode configurations were used. This makes the recognition per-
formance of MIDF-NET independent of specific electrode setups.
Therefore, when developing HCI systems using the MIDF-NET
algorithm, developers do not need to be overly concerned with the
electrode configuration of the EOG signals. This allows designers to
focus more on the user experience itself, especially when designing
wearable EOG-HCI interaction systems.

C. Limitations and future work
Although the MIDF-NET shows promising performance in classi-

fying multiple eye movements, this work can still be enhanced via
the following improvements:



Fig. 5. The comparison result between the SS-CNN, PMS-CNN, and our proposed MIDF-NET. From left to right the radar figures correspond to
EOG dataset1, EOG dataset2, EOG dataset3, EOG dataset4, and EOG dataset5.

1) Designing novel feature fusion approaches: We assume that
fusing low- and high-level features is beneficial for the model to
distinguish different eye movement patterns. In the future, more
feature fusion approaches including attention mechanisms can be
investigated to well capture the channel or spatial information.

2) Classifying more eye movements: In our study, we mainly
classify 5 frequently used eye movement patterns (right, left, up,
down, and blink). However, there are still many complex patterns of
eye movement that are worth exploring. In the future, we aim to build
a multiple-eye movement dataset and evaluate the MIDF-NET on a
more challenging task.

3) Real-time-oriented algorithms: In HCI scenarios, interaction
response time is a crucial metric for user experience. However, this
study did not investigate the performance of MIDF-NET in low re-
sponse time real-time eye movement classification (EMC) scenarios.
Therefore, in our future research, we will focus on enhancing MIDF-
NET for EMC tasks in online real-time usage scenarios to achieve
objective EMC performance within shorter response times.

4) Improving the model’s noise and artifact robustness: EOG
signals are susceptible to interference from noise or artifacts, leading
to the loss of effective information. involuntary blinking and subtle
facial expressions during eye movements can affect the performance
of current algorithms, ultimately resulting in the misidentification of
user actions as incorrect interaction commands, thereby impacting
the usability and user experience of the entire interaction system.
Therefore, in future work, we will focus on enhancing the algorithm’s
noise robustness.

VI. CONCLUSION

In this study, we proposed a novel convolution neural network,
called MIDF-NET, for accurate EOG-based EMC. The MIDF-NET
efficiently integrates two inception modules and an MSFF module
to distinguish the 5 basic eye movements (right, left, up, down,
and blink). The Inception modules facilitate the extraction of multi-
scale features at various temporal scales. The fusion subnetwork fully
fuses the feature to take advantage of multi-scale representations at
different layers. We comprehensively evaluate the MIDF-NET on 5
public datasets which involve 50 subjects and 59 recordings. The pro-
posed MIDF-NET can achieve excellent performance, significantly
outperforming state-of-the-art methods with an average accuracy of
92.16% across 5 datasets. In addition, we also conducted ablation
experiments to better analyze the proposed model. Since the MIDF-
NET can effectively extract and fuse the multi-scale features from
EOGs, it is expected to broaden the horizons of future study of EOG-
based eye movement model design.
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